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Abstract The ability to visualize behaviourally evoked
neural activity patterns across the rodent brain is essential for

understanding the distributed brain networks mediating par-

ticular behaviours. However, current imaging methods are
limited in their spatial resolution and/or ability to obtain

brain-wide coverage of functional activity. Here, we describe

a new automated method for obtaining cellular-level, whole-
brain maps of behaviourally induced neural activity in the

mouse. This method combines the use of transgenic imme-

diate-early gene reporter mice to visualize neural activity;
serial two-photon tomography to image the entire brain at

cellular resolution; advanced image processing algorithms to

count the activated neurons and align the datasets to the Allen
Mouse Brain Atlas; and statistical analysis to identify the

network of activated brain regions evoked by behaviour. We

demonstrate the use of this approach to determine the whole-
brain networks activated during the retrieval of fear

memories. Consistent with previous studies, we identified a
large network of amygdalar, hippocampal, and neocortical

brain regions implicated in fear memory retrieval. Our pro-

posed methods can thus be used to map cellular networks
involved in the expression of normal behaviours as well as to

investigate in depth circuit dysfunction in mouse models of

neurobiological disease.

Keywords Neuroimaging ! Immediate-early genes !
Memory ! Functional networks ! Serial two-photon

tomography

Introduction

A key challenge in neuroscience is to understand the neural

circuits that give rise to particular behaviours. Complex
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behaviours, such as memory retrieval, depend on the

coordinated activity of distributed networks of neurons
across cortical and subcortical brain regions (Alivisatos

et al. 2012; Guzowski et al. 2005). Understanding these

networks therefore requires whole-brain approaches. The
mouse is an excellent model for studying brain and

behaviour relationships due to its physiological and genetic

similarity to humans (Chinwalla et al. 2002), the ease with
which its genome can be manipulated (Peters et al. 2007),

and our ability to train mice to perform behavioural tasks
relevant to human cognitive processes. Although tech-

niques exist to assess neural activation in rodents at both

macro- and micro-scopic levels, current methods are lim-
ited in their ability to do so at high resolution across the

whole rodent brain. For instance, functional magnetic res-

onance imaging (fMRI) can obtain whole-brain coverage
of neural activation patterns in vivo, but does so at a rel-

atively coarse spatial resolution. Moreover, the types of

behaviours that can be investigated with rodent fMRI are
limited by the fact that the animal must be immobilized in

the scanner and is therefore generally anaesthetized during

imaging (Ferris et al. 2011). In vivo two-photon micros-
copy and electrophysiological recording, on the other hand,

enable high-resolution visualization of neural activity;

however, both techniques are very limited in their spatial
coverage (Kerr and Denk 2008; Alivisatos et al. 2012).

Thus, new imaging methods are needed to map the brain-

wide neural circuits involved in the expression of behav-
iours, in a systematic and unbiased manner.

With this objective, we describe a novel method for

automated, brain-wide mapping of behaviourally induced
neural activation patterns in the mouse. Moving towards a

functional connectomics requires the integration of several

technologies. First, we need reliable reporters of neural
activity evoked by particular behaviours or stimuli in

freely behaving rodents. Transgenic mice expressing

fluorescent reporters under immediate-early gene (IEG)
promoters such as c-fos and Arc/Arg3.1 have been used to

visualize recent neural activity related to cognitive pro-

cesses (Guzowski et al. 2005; Barth 2007; Okuno 2011;
Shepherd and Bear 2011; Kawashima et al. 2013). Here,

we used a transgenic Arc-Venus mouseline, which

expresses the destabilized fluorescent Venus protein under
the control of the activity-dependent Arc promoter (Ka-

washima et al. 2009; Okuno et al. 2012; Mikuni et al.

2013). Like other IEGs, Arc expression is induced by
heightened synaptic activity and is believed to play a

critical role in synaptic plasticity and memory consoli-

dation and retrieval (Gusev et al. 2005; Tzingounis and
Nicoll 2006; Okuno 2011; Shepherd and Bear 2011;

Okuno et al. 2012; Yamasaki et al. 2012). Moreover,

since resting-state levels of Arc expression are low, Arc
induction is a reliable molecular readout of recent

neuronal activity induced by cognitive processes (Okuno

2011; Shepherd and Bear 2011).
Secondly, to visualize the neuronal activity reporter, we

need methods for high-resolution, whole-brain imaging of

brains. Here, we used a recently developed imaging tool,
serial two-photon tomography (STPT), which combines

two-photon microscopy with an integrated vibratome for

sectioning and produces well-aligned, high-resolution 3D
datasets (Ragan et al. 2012).

Finally, we need unbiased automated image-processing
and analysis methods to identify and quantify areas of

activity and to compare the resulting activity networks.

Here, we used the open-source, automated cell segmenta-
tion tool CellProfiler to count fluorescently labelled neu-

ronal cell bodies (Carpenter et al. 2006) and image

registration algorithms (Lerch et al. 2011) to align the
samples to the Allen Institute for Brain Science (AIBS)

mouse brain reference atlas (Lein et al. 2007). This process

enables us to quantify neuronal activation in each of the
AIBS atlas’ annotated regions and compare the activation

patterns across subjects. Aligning the datasets to the AIBS

atlas also ties the functional activation maps into a com-
mon coordinate space, allowing patterns of activity to be

compared both with those evoked by other behaviours, and

with maps of gene and protein expression.
The method presented here combines the use of trans-

genic mice that act as reports of neural activity, STPT,

automated image processing algorithms, and statistical
analysis (Fig. 1). We demonstrate the use of this method to

identify the whole-brain neural activity patterns evoked by

two well-characterized behaviours: retrieval of contextual
and tone fear memories. In addition to mapping networks

involved in the expression of normal behaviours, this is a

powerful method to investigate network dysfunction in
mouse models of neurobiological disease.

Materials and methods

Mice

Twenty-four homozygous transgenic male mice expressing

destabilized Venus protein under control of the full-length
Arc promoter (Arc-Venus mice) were used. Lines of

transgenic mice harbouring the Arc-pro-Venus-pest trans-

gene were generated in C57BL/6 by a procedure similar to
that used to establish Arc-pro-EGFP-Arc transgenic mice

(Okuno et al. 2012). Briefly, the Venus cDNA (Nagai et al.

2002) was subcloned into a plasmid containing the 7-kb
regulatory region of the Arc gene (Kawashima et al. 2009).

The Venus reporter was destabilized by adding a PEST

signal sequence from the mouse ornithine decarboxylase
with D433A/D434A mutations to accelerate its degradation
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rate (Li et al. 1998). The Arc-pro-Venus-pest transgene was
microinjected into the pronucleus of fertilized mouse eggs.

Detailed characterization of Arc-pro-Venus-pest transgenic

mice will be described elsewhere (HO and HB, in prepa-
ration). Genomic integration of the transgene and reporter

expression was analysed by PCR, southern blotting, wes-
tern blotting and histological assays. Mice were housed in

cages of 3–5, maintained on a 12-h light/dark cycle, and

allowed ad libitum access to food and water. Mice were
8-week old when tested. All experiments were approved by

the Animal Ethics Committee of the Hospital for Sick

Children in Toronto and by Recombinant DNA and Animal
Experiments Committees of the University of Tokyo

Graduate School of Medicine. All mouse requests should

be directed to Haruhiko Bito and Hiroyuki Okuno at the
University of Tokyo.

Fear conditioning

Training

Prior to training, mice were handled for 2 min per day for

3 days. Mice were trained and tested in conditioning

chambers with stainless steel grid floors through which
footshocks could be delivered. All 24 Arc-Venus mice

were trained on a fear-conditioning task. During training,

each mouse was placed individually in the training cham-
ber. Two minutes later, it received five tone (2,800 Hz) and

footshock pairings (30 s tone, which co-terminated with a
2 s shock, 0.5 mA) at 2 min intervals (Fig. 2a). Mice were

returned to their homecage 1 min after the final footshock.

Testing

Forty-eight hours after training, memory recall was
induced by exposing the mice to either the training context

(Context, n = 8) or the tone cue in a novel context (Tone,

n = 8), while a control group remained in their home cage
during the retrieval session (Control, n = 8). The context

group was placed in the training chamber without the tone

cue, and freezing behaviour was assessed for 5 min
(Fig. 2b). The tone group was placed in a novel, unfamiliar

chamber, distinct from the training chamber, and presented

with the training tone (2 min without tone followed by
3 min with tone) (Fig. 2b). Freezing behaviour was mea-

sured automatically (FreezeFrame, Actimetrics).

Fig. 1 Overview of the method. a Behavioural stimulation, such fear
memory retrieval, evokes neural activation and induces immediate-
early genes (IEGs), such as Arc. Transgenic mice expressing fluoro-
phores following IEG induction can be used to visualize recent neural
activity. b Each brain sample is imaged as a series of coronal optical
sections using serial two-photon tomography (STPT). STPT consists of
a two-photon microscope and integrated vibratome and translation
stages. c A 3D volume rendering of an Arc-Venus mouse brain imaged
with STPT. An enlarged view of the region outlined in red is shown in

the bottom panels: i Visualization of fluorescently labelled neurons in
the dentate gyrus using STPT. ii Automated cell segmentation software
is used to identify fluorescent cell bodies in each coronal section. iii The
samples and counts are stacked into 3D volumes and resampled at
25 lm isotropic resolution to obtain counts of the number of fluorescent
neurons per 25 lm voxel. d Brain regions activated during recall of
contextual fear memories: aligning the datasets to the Allen Mouse
Brain Atlas enables statistical analysis to relate counts of number of
activated neurons to retrieval of fear memories. Scale bar is 0.1 mm
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Sample preparation

The mouse brains were prepared for imaging as follows:
three and a half hours following memory recall testing, the

mice were anaesthetized by intraperitoneal (i.p.) injection

of chloral hydrate and transcardially perfused with 50 mL
of phosphate-buffered saline (PBS, pH 7.4, 25 "C) fol-

lowed by 50 mL of cold 4 % formaldehyde. This time-

point was chosen as it is the peak expression of the Venus
fluorophore. The skulls were dissected and further fixed in

4 % formaldehyde at 4 "C for 24 h. The brains were then

transferred to PBS and 0.02 % sodium azide at 4 "C before
being embedded in 4 % agarose for imaging.

Imaging

We used serial two-photon tomography (STPT) to image

the brains as datasets consisting of 200 coronal sections,
evenly spaced by 75 lm with an in-plane resolution of

1.37 lm (Fig. 1b–c) (Ragan et al. 2012). STPT works as

follows: the brain sample is glued to a microscope slide and
mounted in a phosphate buffer bath on integrated xyz

translation stages. Light (here 920 nm) from a Chameleon

Ultra titanium-sapphire laser (coherent) passes through a
tube and scan lens assembly toward a pair of scanning

mirrors before being reflected by a short-pass dichroic

toward a microscope objective (169 Nikon lens, 0.8 NA,
WD 3.0 mm) (Ragan et al. 2012). The fluorescent signal

from the sample is collected by the same objective, and

then split by a dichroic mirror and directed onto two
photomultiplier tubes (channel 1 and channel 2). After

optical imaging, an integrated vibratome mechanically

sections the sample. Here, we used a 516-nm single-edge
dichroic beamsplitter (Semrock FF516-di01-25 9 36),

which reduces background autofluorescence by splitting

the light at 516 nm and collecting emitted light on two
channels (channel 1:[516 nm, channel 2\516 nm). Only

channel 1 data were used for subsequent image processing

and analysis.
Once the imaging parameters are set, the instrument

software automatically controls scanning, stage motion, vi-
bratome control, and data acquisition. The following sec-

tioning parameters were specified: sectioning

speed = 0.5 mm/s, blade vibration frequency = 60 Hz, cut
velocity = 20 mm/s, delay = 8 s. For image acquisition,

signal was collected from 40 lm below the sample surface,

as a mosaic of 12 9 8 overlapping tiles, each 832 9 832
pixels. The xy stage movement was 900 lm and pixel size

1.37 lm. The total imaging time was approximately 9.5 h

per sample. All imaging experiments and analyses were
conducted blind to the experimental group of the mouse.

Image pre-processing

The individual tiles were saved as 16-bit tiff files. We used

custom programs written in matlab and Python to process
the data as follows: each tile was cropped by 15 pixels on

each edge to remove illumination artefacts near the bor-

ders. Then to correct for uneven illumination, each tile was
divided by the average-intensity image of all tiles in the

sample. The illumination-corrected tiles were then stitched

together into 2D coronal slices by computing the cross

a b

Fig. 2 Fear conditioning of Arc-Venus mice. a There was no
difference in freezing in mice trained on the cued fear-conditioning
paradigm. b Following presentation of the conditioned stimulus (CS)
to the tone group, there was no difference in conditioned fear in mice
recalling either contextual or tone fear memories (Post-CS). Pre-CS

refers to the time prior to tone presentation to the tone group, during
which only the context group is exposed to their CS, the training
environment, and exhibits a fear response. Error bars represent
standard error of the mean
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correlation between tiles. At the overlapping regions, the
pixels were blended using a weighted average of pixel

intensities from contributing tiles.

Quantification of fluorescent neuronal cell bodies

To identify and localize Arc-Venus-labelled neurons that

were activated during memory recall, we used the auto-

mated, open-source cell segmentation software CellProfiler
to count fluorescent neuronal cell bodies in every 2D sec-

tion of each sample (Figs. 1, 3) (Carpenter et al. 2006).

A CellProfiler pipeline was created to identify neuronal cell
bodies based on intensity, size, and shape. Each image was

blurred to reduce noise, and then bright speckles of an

appropriate size were enhanced to identify cell-body can-
didates. The cell bodies were then identified and filtered

based on size, shape, and intensity, using a robust adaptive

background filter. Finally, each identified object was
reduced to one pixel and 25-lm blocks were used for cell

counting. The sequential 2D optical sections acquired with

STPT are inherently aligned (Ragan et al. 2012). We
therefore used a custom python script to stack both the

smoothed 25-lm optical sections and separately, their
corresponding counts, into 3-dimensional, 25-lm isotropic

voxel datasets. This produces two 3D volumes for each

brain: an anatomical volume and a volume of cell counts.
For a full list of CellProfiler modules and parameters, see

Appendix.
To ensure appropriate selection of CellProfiler parame-

ters, the full dataset was divided into a training set and a

validation set, each comprising half the samples from each
group. The training set was used to tune the segmentation

parameters listed above. Three sets of size, shape, and

intensity filter parameter combinations were selected and
used to process the training set. Once the optimal param-

eter set was found, the data were analysed as described

below. The validation set was used to confirm the accuracy
of this analysis. For the final analysis, the data were

combined.

Image registration

To identify and compare the brain networks involved in
recalling contextual and cued fear memories across all

Fig. 3 Quantification of Arc-Venus? neurons. Using the cell
segmentation software CellProfiler, each 2D coronal image (a) in
each brain sample was processed as follows: intensities were rescaled
(b) and the image was blurred with small median and Gaussian
bilateral filters (c) to reduce noise. Bright speckles were enhanced

(d) and used to identify cell bodies based on intensity and shape (e).
The cell bodies in each 2D image were counted. Then, images and
counts were stacked and resampled at 25 lm isotropic resolution to
create 3D volumes of cell counts at each voxel (f). Scale bar
represents 0.1 mm
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subjects, all brains in the study were aligned using in-house

image registration software (Fig. 4, for full details see
Appendix) (Lerch et al. 2008, 2011; Kovacevic et al.

2005). Image registration finds a set of smooth transfor-

mations to align all brains in the study to a common
coordinate system so that corresponding anatomical fea-

tures are superimposed. Given the biased sampling

acquired, with high in-plane resolution and 75-lm slice
gaps, the datasets were resampled to isotropic 25 lm

sampling using trilinear resampling for the images and
nearest-neighbour resampling for the counts. Therefore,

each downsampled voxel contained an estimate of the

number of identified fluorescent cell bodies in that
25 9 25 9 25 lm3 voxel. Isotropic sampling allows the

brain to be digitally resliced in any arbitrary direction,

which is essential for aligning all the brains in the study
into the same space for statistical comparisons between

groups.

We used an automated intensity-based group-wise reg-
istration approach that first linearly aligns all images

through a series of rotations, translations, scales, and

shears, and then locally deforms each image through an
iterative nonlinear process, bringing all brains into exact

alignment (Lerch et al. 2008, 2011; Kovacevic et al. 2005)

(Fig. 4, Appendix). Two iterations were used for the non-
linear stage. The registration was performed using in-house

software based on the MNI autoreg tools, which use an

elastic registration algorithm (Collins et al. 1994, 1995;
Collins and Evans 1997). This process yields an average

image of all brains in the study, as well as transforms that

bring each individual image into exact alignment with this
average (Fig. 4). These transforms were then applied to the

corresponding datasets of cell counts so they too were

aligned and could be compared. After resampling to 25 lm

resolution, the STPT datasets were each *400 MB in size.
The registration of 24 samples took approximately 500 h of

CPU time. However, this process is easily parallelizable,

and here was run on a computing cluster. The registration
process completes in approximately 10 h on a mid-sized

cluster of 8 machines each with an 8-core processor. For a

more detailed description of registration parameters for
each stage see Appendix.

To localize fluorescence to particular brain regions we
aligned the STPT average to the AIBS mouse brain refer-

ence atlas, which divides the brain into 670 annotated

regions (Lein et al. 2007). This allows us to compute cell
counts in each of the Allen Mouse Brain Reference Atlas’

structures in each individual brain. The goal of image

registration is to align homologous points or brain regions
between samples; image registration is thus an ill-posed

problem if these homologous points/regions do not exist or

cannot be identified between samples. The Allen Mouse
Brain Reference Atlas is Nissl stained, while the intensity

of our Arc-Venus average depends on the pattern of Venus

expression throughout the brain samples and on inherent
variation in the amount of autofluorescence from different

brain regions. As such, different brain regions are visible in

the Arc-Venus and Allen Nissl samples, making precise
registration difficult. To overcome this challenge, the STPT

average was first aligned to an intermediate synthetic atlas

of the whole brain that was in the same space as the Allen
Mouse Brain Atlas. This atlas was created by merging

structures in the Allen Mouse Brain Atlas annotations such

that a similar set of structures as in the Arc-Venus average
was visible (Fig. 4). Because our registration algorithms

depend on computing the cross correlation between image

Fig. 4 Image registration process. The 3D serial two-photon tomog-
raphy images and accompanying cell counts from all 24 mice were
aligned to create an average of all brains in the study. This average
was then aligned to the Allen Mouse Brain Atlas via a synthetic

intermediate. Using these transforms, the Allen Mouse Brain Atlas
annotations were backpropagated onto individual samples, enabling
quantification of the number of cells in each segmented brain region.
Full registration parameters are given in Appendix
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intensities, we then replaced the Allen Mouse Brain Atlas

annotations with the corresponding structure’s intensity in
the STPT average (Fig. 4). This enabled precise alignment

of the Arc-Venus average to the Allen Mouse Brain Atlas.

The linear steps of the registration were performed using
the MNI program register and in-house software using the

autoreg tools described above, and the final nonlinear

registration used a greedy symmetric diffeomorphic regis-
tration (the SyN algorithm in ANTS, Avants et al. 2008).

Statistical analysis

All analyses were performed using the R statistical soft-
ware (version 2.15.3). For each structure in the Allen

Mouse Brain Reference Atlas, a negative binomial

regression model was used to determine whether there was
an effect of testing group (Control, Context, or Tone) on

the number of counted neurons. The incident rate ratio

(IRR) is the ratio between one group and the reference
group. For example, an IRR of 5 means that the expected

count is five times greater in, for example, the context mice

compared to the control animals. A negative binomial
model was used because the count distributions did not

follow a normal distribution, and the data were overdi-

spersed (conditional mean \ variance). Shapiro–Wilks
tests were used to determine that the count distributions

deviated significantly from normality.

To determine whether differences in mean intensity
could be used to analyse group-wise differences in acti-

vation networks, we computed the mean fluorescence

intensity in each structure segmented in the Allen Mou-
se Brain Atlas. To control for global differences in inten-

sity, we also normalized the mean intensity in each

structure in three separate ways: first, by dividing by the
average intensity over the sample; and secondly, by

dividing by the mean intensity in the corpus callosum or

separately by the arbor vitae—white matter structures, in
which we would expect no activation under any condition.

A Shapiro–Wilks test was used to show that the intensities

did not deviate significantly from normality. We therefore
used a linear regression to determine whether there was an

effect of testing condition on the mean intensity or on

normalized mean intensity in each structure.
Negative binomial regression models were also used to

test the relationship between the percentage of time spent

freezing during testing and the number of counted neurons
in each brain structure. For this analysis, only the tested

mice (Context and Tone) were used. For all analyses,

multiple comparisons were controlled for using the false-
discovery rate at a 5 % threshold (Genovese et al. 2002).

Throughout the text, q values will be used, which are

p values adjusted for multiple testing using the FDR
approach.

Results and discussion

Arc-Venus mice recalled different types of fear

memories

Twenty-four Arc-Venus mice were trained on a fear-con-

ditioning task in which they received five tone and shock

pairings (Fig. 2a). Forty-eight hours after training, the mice
were divided into three groups. Memory recall was induced

by exposing the mice to either the training context (Con-

text, n = 8) or the tone cue in a novel context (Tone,
n = 8), while a control group remained in their home cage

during the retrieval session (Control, n = 8) (Fig. 2b).

Following presentation of the tone stimulus to the tone
group, there was no difference in the conditioned freezing

response between mice recalling contextual and tone

memories (Fig. 2b, post-CS). Thus, although the mice were
recalling different types of fear memories, the strength of

the memory was the same between groups.

Brain-wide mapping of functional activation networks

To visualize Arc-Venus expression, we used serial two-
photon tomography (STPT) to image the brains as 3D

datasets of optical sections. We then used the automated

cell segmentation software CellProfiler to count activated
Arc-Venus-labelled neurons (Carpenter et al. 2006) and

image registration to align all brains in the study along with
their corresponding cell counts. This enabled us to compare

the activation patterns across samples and to determine the

brain networks involved in recalling contextual and tone
fear memories.

Consistent with previous studies, we found that fear

memory retrieval is associated with activation in a dis-
tributed network of brain areas, including regions of the

hippocampus, amygdala, and neocortex (Fig. 5). Among

the most significant results were the findings that compared
to untested controls, mice recalling contextual fear mem-

ories showed significantly greater activation in the hippo-

campal formation (including dentate gyrus) (Maren 2001;
Lee and Kesner 2004; Huff et al. 2006; Mamiya et al.

2009), lateral, medial, cortical amygdalar nuclei (Maren

2001; Ploski et al. 2008; Mamiya et al. 2009), subiculum,
as well as visual (Frankland et al. 2004), ento- and ec-

torhinal (Corcoran et al. 2011; Tayler et al. 2013), retro-

splenial (Corcoran et al. 2011), perirhinal (Campeau and
Davis 1995; Corodimas and LeDoux 1995), and posterior

parietal association areas of the cortex (Tayler et al. 2013)

(q \ 0.05 for all regions shown, Fig. 5). Similarly, com-
pared to untested controls, mice recalling tone memories

had significantly greater activation in the hippocampus

(Mamiya et al. 2009), basolateral, lateral, medial, central,
and cortical amygdalar nuclei (Ploski et al. 2008; Mamiya
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et al. 2009), and many cortical areas, including the auditory

(LeDoux 2000), retrosplenial, somatosensory (Wei et al.

2002), and infralimbic cortices (q \ 0.05 for all regions,
Fig. 5).

While the contextual and tone memory networks were
similar, we were also able to distinguish contextual fear

memory networks from those involved in tone memory

recall (Fig. 5). Compared to tone memory-recalling mice,
mice recalling contextual memories showed significantly

greater activation in the lateral areas of the entorhinal

cortex, postsubiculum, and temporal association areas
(q \ 0.05 for all). In mice recalling tone memories, we

found significantly greater activation in the auditory,

somatosensory and anterior cingulate cortices, and subre-
gions of the hippocampal formation and amygdala, com-

pared to contextual memory-recalling mice (q \ 0.05 for

all, Fig. 5).
In addition to mapping the fold increase in counts onto

the Allen Mouse Brain Atlas annotations, we also looked at

the pattern of level of significance across the brain (Fig. 6).
We found that the overall pattern in these mappings was

very similar. Indeed, areas where there was a large fold

increase in neuronal activation in mice recalling either

context or tone memories compared to controls were gen-
erally those with very small q values. Similarly, areas

where there was a small fold increase in activation in

memory-recalling animals compared to controls were
generally those with larger q values.

Although the functional activation maps we obtained are

largely an amalgam of regions previously reported in more
targeted studies, we also saw significant activation in some

less-expected brain regions. For instance, although the
anterior cingulate (ACC) is typically implicated in more

long-term fear memories (Frankland et al. 2004), we found

a significant increase in Arc-Venus? neurons in the mice
recalling tone fear memories (Fig. 5). This is consistent,

however, with reports that auditory fear memory retrieval

induces a significant increase in the amount of cyclic-AMP
responsive element-binding protein (CREB), a key tran-

scription factor involved in memory formation and syn-

aptic plasticity (Josselyn et al. 2001; Silva et al. 1998), in
the ACC (Wei et al. 2002). Additionally, there was

increased activation in the visual cortex of both groups of

memory-recalling animals. This result may be due to
increased Arc expression in visual areas following spatial

exploration (Shepherd and Bear 2011). These results sug-

gest that once a whole-brain functional activation map is
obtained, further investigations (e.g. lesion studies or

pharmacological/optogenetic interventions) may be bene-

ficial to determine whether a particular brain region is
strictly necessary for the expression of a behaviour of

interest.

Quantification of neuronal activity in annotated brain

regions

An advantage of this approach is its quantitative nature.

Because the datasets were aligned to the AIBS mouse

reference atlas, we were able to obtain counts of the
number of activated neurons in each annotated region for

each mouse. While this process was done automatically

over each brain region, Fig. 6 shows the estimates of the
number of activated Arc-Venus? neurons in two areas of

interest: the lateral amygdala and the granule cell layer of

the dentate gyrus. There were five times as many activated
neurons in the granule cell layer of the dentate gyrus in

mice recalling both contextual (IRR = 5.19, q \\ 0.0001)

and tone (IRR = 5.14, q \\ 0.0001) fear memories com-
pared to untested controls (Fig. 7). Similarly, mice recall-

ing contextual and tone fear memories had, respectively,

three and four times as many activated neurons in the lat-
eral amygdala as untested control mice (IRR = 3.16,

q = 0.03 and IRR = 4.03, q = 0.004, respectively;

Fig. 7). Thus, this method can be used to quantify the
proportion of recently activated neurons in a particular

b Fig. 5 Whole-brain networks involved in fear memory recall. (Left)
Brain regions in which there were a significantly greater number of
activated neurons in mice recalling contextual fear memories,
compared to untested controls. (Middle) Regions where there were
a significantly greater number of activated neurons in mice recalling
tone fear memories compared to controls. (Right) Regions where
there was a significant difference in the number of activated neurons
in mice recalling contextual fear memories compared to tone mem-
ories (with colour indicating which showed more activated neurons).
In all columns, the left half of the image shows individual labelled
structures coloured according to the ratio of mean counts in one group
compared to another, i.e. the fold increase of counts of activated
neurons in one group relative to the reference group. The background
image is the average of all brains in the study. The right half of the
image shows the corresponding Allen Mouse Brain Atlas reference
atlas annotations. For all coloured structures in the statistical maps
(left hemisphere), there was a significant effect of testing group at a
false-discovery rate (FDR) of 0.05. Allen Mouse Brain Atlas images
obtained from the Allen Institute for Brain Science website: http://
mouse.brain-map.org/experiment/thumbnails/100048576?image_
type=atlas (Image numbers: 405, 382, 297, 261, 209, 169. Image
credit: Allen Institute for Brain Science). Abbreviations: 1–6: Cortical
layers 1–6; ACA anterior cingulate, AUD auditory (d dorsal,
p primary, v ventral), BLA Basolateral amygdala, CA1-3 Cornu am-
monis 1-3, CEA Central amygdala, COA Cortical amygdala, DG
dentate gyrus, ECT ectorhinal, ENT Entorhinal area (l lateral,
m medial), Epd endopiriform nucleus, HPF hippocampal formation,
ILA infralimbic, LA Lateral amygdala, LS lateral septal nucleus
(r rostral, c caudal), MEA medial amygdala, MO Motor area
(p primary motor area, s secondary), NTB nucleus of the trapezoid
body, PAR parasubiculum, PERI perirhinal, PIR piriform, POST
postsubiculum, PTLp posterior parietal association, PRE presubicu-
lum, SS Somatosensory area (bfd barrel field, ll lower limb, p primary,
s supplemental, tr trunk), TEA temporal association, Ttd Taenia tecta,
RSP retrosplenial, VISC visceral, VIS Visual area (p primary, l lateral
pl posterolateral, pm posteromedial visual)
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brain region of interest, which could be useful in deter-

mining the size of the neuronal subpopulation needed to

support a memory.

Effect of behaviour on neuronal activation

In fear-conditioning tasks, the amount of time the animal

spends freezing during the recall test is commonly used as
an indication of the strength of the animal’s memory for the

aversive event. With our approach, we obtain 3D volumes

of counts of the number of recently active neurons in each
defined brain region for each mouse. This approach

therefore enables in-depth quantitative analyses of the

relationship between the number of activated neurons in a
given region and the mouse’s behaviour during testing. We

found several regions in which there was a significant

relationship between the percentage of time spent freezing

during testing and the number of neurons in that region. For

instance, in the posterior amygdalar nucleus, an area
known to be critical for fear memory formation and

retrieval (Ledoux 2000; Maren 2001), a greater amount of
time freezing in the test was associated with a greater

number of activated neurons (IRR = 1.02, q = 0.037)

(Fig. 8a, b).
Conversely, in layer 6 of the posterolateral visual cortex,

the extent of time freezing in the test was inversely cor-

related with the number of activated neurons in this region
(IRR = 0.924, q = 0.0005) (Fig. 8c, d). One possible

explanation for these seemingly opposing correlations in

distinct areas is that mice that spend a greater amount of
time freezing during testing may have formed a stronger

association between the conditioned stimulus and

Fig. 6 Comparison of fold-increase and significance activation maps.
Brain regions from Fig. 5 showing regions with a significantly greater
number of activated neurons in mice recalling contextual (a) and tone
(c) fear memories, compared to untested controls. Columns b and
d show the same brain regions with the colour representing the

significance of the difference or q value (FDR-adjusted p values).
Generally, the areas in which there was a greater increase in mice
recalling context or tone fear memories were also those in which the
differences were highly significant
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footshock, which may lead to an increased response in

amygdalar nuclei and a subsequent stronger fear-mediated
modulation of downstream structures. The increased

freezing may thus perhaps gate and reduce neuronal

activity in the visual cortical neurons involved in spatial
exploration during fear retrieval. Alternatively, since IEG

induction in the visual cortex has been shown to become

stronger in response to a more novel/less familiar visual
stimuli (Zhu et al. 1995), one may imagine that the mice

which visually recognized less familiarity in the context

(i.e. more novelty and hence more IEG expression in visual
related systems) were the ones which showed comparably

weaker freezing. Overall, the ability to quantitatively relate

individual differences in behaviour and neuronal activity

patterns will enable future studies to more precisely probe
the contribution of particular brain areas to behaviour.

Counting activated neurons is required as intensity
measures are insufficient to dissociate functional

activation networks

Obtaining the cellular-level resolution needed to extract

neuronal counts from the data comes at the expense of long

imaging times. We therefore asked whether this level of
quantification is necessary to map differences in neural

activation networks between testing conditions, or whether

Fig. 7 Quantification of number of activated neurons across the
brain. There was a significant increase in the number of activated
neurons in the dentate gyrus of mice recalling contextual and tone fear
memories compared to untested control animals (left plot,
q \ 0.0001, both). There was also a significant increase in number
of activated neurons in the lateral amygdala in mice recalling
contextual (q = 0.03) and tone (q = 0.004) fear memories, compared
to controls (right plot). Error bars represent standard error of the

mean. In the brain image in the middle, the left half shows the average
image of all brains in the study and the right half shows the Allen
Mouse Brain Atlas reference atlas annotations (image 297). Allen
Mouse Brain Atlas images obtained from the Allen Institute for Brain
Science website: http://mouse.brain-map.org/experiment/thumbnails/
100048576?image_type=atlas (Image credit: Allen Institute for Brain
Science)

Fig. 8 Relationship between behaviour and neural activity.
a Increased amount of time spent freezing during the memory recall
test was associated with an increased number of activated Arc-
Venus? neurons in the posterior amygdala (negative binomial
regression, q = 0.037). b, c Average of all samples acquired with
serial two-photon tomography with Allen Mouse Brain Atlas
reference atlas annotations overlayed to delineate the posterior
amygdala and layer 6a of the posterolateral visual cortex.
d Increased amount of time spent freezing during the memory recall

test was associated with a decreased number of activated Arc-Venus?
neurons in layer 6a of the posterolateral visual cortex (q = 0.0005).
Dots represent individual samples. Fitted curve represents the
predicted number of neurons in each brain area over the range of
freezing percentages. Grey bands represent 95 % confidence inter-
vals. Allen Mouse Brain Atlas images obtained from the Allen
Institute for Brain Science website: http://mouse.brain-map.org/
experiment/thumbnails/100048576?image_type=atlas (Image num-
bers: 309 and 388. Image credit: Allen Institute for Brain Science)
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a coarser intensity-based analysis could suffice to dissoci-

ate the networks involved in recalling fear memories.
There were no brain structures in which there was a sig-

nificant effect of testing condition on the mean intensity of

that structure, after correction for multiple comparisons,
even if the false-discovery threshold was relaxed from 5 to

20 % (Fig. 9). There was also no significant effect of

testing condition on the normalized mean intensity, when
normalized by average intensity over the sample or by

mean intensity in the corpus callosum or arbor vitae.

Together, these results suggest that cognitively activated
Arc-Venus? neurons represent only a small number in

most brain areas and are too scattered in space to be

resolved using low-resolution, intensity-based approaches.
These are clearly insufficient to distinguish the differences

in Arc-Venus expression in mice recalling different types

of fear memories, and thus cannot be used to determine
functional activation networks evoked by memory recall.

Comparison with existing methodologies

To our knowledge, the imaging and image analysis work-

flow presented here is the first automated method able to
identify and quantify behaviourally evoked neural activa-

tion across the whole mouse brain at single-neuron reso-

lution. Compared to existing methods for identifying neural
circuits involved in behaviour, this approach has several

advantages. First, while in vivo two-photon fluorescence

microscopy can be combined with calcium indicators or
fluorescent reporters to image neural activity in the awake,

behaving rodent, it is currently challenging to image large

areas of the rodent cortex, and the depth achievable with
in vivo imaging is limited by optical scattering (Kerr and

Denk 2008). Secondly, fluorescence microscopy or

immunohistochemistry of mounted serial brain sections is
very laborious to do across the whole-brain, and it is dif-

ficult to align the resulting 2D sections, which limits its use

for whole-brain quantitative analyses at neuron-level res-
olution (Lein et al. 2007). Similarly, electrophysiological

recordings of neural activity presently sample only sparse

subsets of neurons within only a few brain regions (Ali-
visatos et al. 2012). Finally, though fMRI does acquire

whole-brain activity patterns, it images at a much coarser

spatial resolution, and the present requirement of anaes-
thesia restricts the types of behaviours that can be inves-

tigated (Ferris et al. 2011).

While the method described here overcomes these lim-
itations, it is important to note that our automated approach

is currently restricted to imaging fixed brain samples and

thus does not permit in vivo imaging of neural activity in
the freely behaving rodent, which limits the temporal res-

olution. However, we note that the use of transgenic or

viral reporters of IEG expression is promising in this regard
as well, as it allows the visualization of recent neural

activation over the timescales of minutes to hours (Barth

2007; Eguchi and Yamaguchi 2009; Kawashima et al.
2009; Okuno et al. 2012). Additionally, while we used an

Arc-Venus mouseline, this approach generalizes to any

transgenic IEG reporter.

Considerations for future studies

While we investigated the brain networks activated in

response to fear memory retrieval, in the future, this

method could be used to determine the networks evoked by
different stimuli or that are involved in the expression of

Fig. 9 Intensity-based methods are insufficient to dissociate activa-
tion networks. There was no difference in mean intensity in the
dentate gyrus granule cell layer and lateral amygdala in mice recalling
contextual and tone fear memories, compared to untested controls,

despite there being a significant difference in the number of activated
neurons (q [ 0.05, and see Fig. 5). There were no significant group-
wise differences in intensity in any brain region, after multiple
comparisons correction. Error bars are standard error of the mean

Brain Struct Funct

123



many other behaviours, including learning and memory

formation in many domains (e.g. fear or spatial learning),
object recognition, or social interaction. Additionally, this

method could be used to investigate how functional acti-

vation networks are disrupted in mouse models of disease
by crossing disease mouse models with immediate-early

gene reporter mouselines such as Arc-Venus or cfos-eGFP

(Barth 2007; Reijmers et al. 2007). However, we note that
any observed differences in functional activation networks

between control and disease models may also be due to
differences in synapse density. In such studies, it would

therefore be important to control for this as much as pos-

sible, by comparing neural activation in wildtype ani-
mals and the model of interest in some sort of control

activation task engaging the brain areas of interest, such as

a tactile stimulation of the paw or visual stimulation.

Integration with the Allen Mouse Brain Atlas

Finally, although we aligned our dataset to the Allen

Mouse Brain Atlas, the data can in principle be aligned to

any atlas, provided the appropriate intermediate is created
if necessary. For instance, the functional activation net-

works could be aligned to an MRI-based atlas or a mouse

vascular atlas, enabling comparisons across imaging
modalities. Additionally, the group-wise comparisons of

neuronal activation can be performed voxel-wise, enabling

the quantification of highly localized differences in activ-
ity. We note, however, that aligning the functional acti-

vation networks of different behaviours to the Allen Mouse

Brain Atlas provides a standardized space for comparison.
This enables the networks to be compared with maps of

gene expression or cell types and will be particularly useful

in comparing how activation networks are altered in
models of disease.

Conclusion

In summary, we developed an automated method to detect
neural activation patterns across the whole mouse brain.

We used this method to obtain brain-wide maps of the

areas involved in recalling different types of fear memo-
ries. Consistent with previous studies, we identified a large

network of hippocampal, amygdala, and neocortical brain

regions implicated in fear memory retrieval, which gives
strong face validity to our approach. In the future, this

method can be applied to identify the networks involved in

less well-characterized behaviours, to understand how
memory networks evolve with time, and to investigate how

these neural circuits are disrupted in the pathogenesis and

treatment of mouse models of complex brain disorders,
such as Alzheimer’s disease, schizophrenia, and autism

(Rudinskiy et al. 2012). In addition, this approach could be

combined with graph-theoretical analyses to understand
both healthy and disordered circuits from a network per-

spective (Bullmore and Sporns 2009; Wheeler et al. 2013).

The combination of transgenic reporters of IEG expression,
serial two-photon tomography (STPT) for high-resolution

whole-brain imaging, and automated image registration

and segmentation techniques provides a powerful means of
mapping functional circuitry over the whole mouse brain.
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Appendix: CellProfiler modules and parameters

The CellProfiler modules we used were as follows:

1. Rescale intensity: rescaled the image intensity range to

be from 0 to 1 (Fig. 3b).
2. Smooth: blur each image with a small median filter

(size = 3 pixels) and an edge-preserving bilateral

Gaussian filter to reduce noise (Fig. 3c).
3. Enhance or suppress features: enhance bright speckles

(size = 15 pixels) using a white tophat filter (Fig. 3d).

4. Identify primary objects: identify neuronal nuclei
based on size (4–40 pixels), shape (threshold correc-

tion factor = 6), and intensity, using a robust adaptive

background filter.
5. Measure object intensity and measure object size

shape: measure the intensity and size of each identified
object.

6. Filter objects: filtered objects based on intensity and

shape (Fig. 3e).
7. Expand or shrink objects: reduce each identified object

to one pixel for counting (Fig. 3f).

Image registration parameters

Aligning individual samples acquired with serial two-

photon tomography (STPT) to achieve a consensus

average

The registration was achieved using in-house software

using the MNI autoreg tools (Collins et al. 1994; Kovac-
evic et al. 2005; Collins and Evans 1997). First, all brains
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were rigidly registered towards one of the samples in study.

Then all possible pairwise 12-parameter registrations were
performed to create a linear consensus average model of all

the brains in the study. This linear average was used as the

initial target for the final part of the registration. The
individual images were locally deformed to this target

using a multi-scale nonlinear alignment procedure using

the Automatic Nonlinear Image Matching and Anatomical
Labeling (ANIMAL) algorithm (Collins et al. 1997). This

process was iterated a second time, using a finer resampling
grid, with the resulting atlas used as the target for the

second nonlinear stage.

Aligning average STPT image to Allen Mouse Brain

Atlas

1. The STPT average and the synthetic intermediate atlas

(in the same space as the Allen Mouse Brain Atlas)

were first coarsely aligned manually with a 6 param-
eter registration using the MNI program register. Then

the MNI autoreg tools (version 0.99.6) were used to

align the two samples with a 12 parameter linear reg-
istration (3 shears, 3 scales, 3 translations, and 3

rotations (Kovacevic et al. 2005). We use the cross

correlation of intensities for the linear optimization
objective function with translation weights of 0.2 in

each direction. The step size along each dimension was

1, and the simplex volume was 1.
2. The images were then aligned using nonlinear regis-

tration procedure using the Advanced Normalization

Tools (ANTs) algorithm (Avants et al. 2008). We first
blurred the images with a 0.05 mm fwhm Gaussian

blurring kernel, and computed the gradients for each

image. We used symmetric normalization, a diffeo-
morphic transformation model, using as similarity

metrics a combination of cross correlation on the

regular image intensities and cross correlation on the
3D gradient magnitudes. A Gaussian regularizer was

used that operates both on the similarity metric and on

the deformation field. The regularization blurring used
a sigma of two for the gradient field and one for the

deformation field. The gradient descent step size was

0.3. The radius for the similarity metric was three. At
most 150 iterations were performed at each level.
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